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Abstract—This paper proposes a novel criterion for evaluating
electricity price forecasting results for demand-side responses
(DRs) who participate in the electricity market. Generally, the
DR needs to predict the market price and arrange its bidding
and operation schedule according to the forecast result. The
mean-square-error (MSE) or the R-squared coefficient is used
for evaluating the forecast result conventionally. However, it is
shown in this paper that a forecast result with a good MSE or
R-squared value is not necessarily more beneficial for the DRs.
Instead, the proposed novel criterion can reflect the influence of
different forecast results on the DR’s market revenue and help
the DR identify which forecast result is better regarding economic
benefits. The proposed criterion emphasizes the accuracy of
predicting the timing of the price peaks and dips, which is
more crucial information to the DRs than the total numerical
forecast precision over time. Results comparing different forecast
methods on the clearing price of the day-ahead energy wholesale
market in Japan, the JEPX spot market, are reported. The better
forecast method for the DR is identified by the proposed criterion
successfully.

Index Terms—Demand-side Responses, Electricity Market,
Price Forecast, ARIMA models, Deep Learning

I. INTRODUCTION

The electricity price has been an important research topic
in power systems long before the deregulation of the power
market. Models to calculate the price on an hour-by-hour, bus-
by-bus level were developed based on future regional demand
estimation and regional supply optimal dispatching [1]. The
models aim at system cost minimization and are very detailed
to include all the crucial components in the system since
all the information is available. With the assumption of a
low uncertainty environment and no extra exercisable market
power, one can easily obtain the electricity price through the
model.

The deregulated market environment has replaced the tra-
ditional monopolistic scheme in the electricity industry in
many countries. Except for the direct bilateral contracts, the
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electricity price is mostly determined by pool trading, where
the generation side and consumer side submit bids respectively
for selling and purchasing electricity [2]. The electricity prices
might rise or drop excessively depending on the accepted bids
in the pool when the market operator clears the market. More
importantly, not only the traditional generators and power
companies but also the demand-side resources such as DRs
can participate in the market.

As the competitive framework has been introduced into the
electricity industry and market, a price model with detailed
components of all the resources’ characteristics and operation
behaviors becomes impossible since no entity could have all
the information on every individual market participant. The
price can only be known when the market is cleared. Moreover,
due to the non-storable nature of electrical energy, the markets
are usually in a day-ahead or hour-ahead scheme to ensure
that during real-time operation balance between demand and
supply can be maintained.

The market price is essential to the market participants’
decision-making process such as bidding strategy optimization
and self-operation scheduling. As a result, short-term price
forecasting has emerged as a heated research topic in the
past two decades. The price curve in actual electricity markets
exhibits a far more complex structure than the load curve such
as nonconstant mean and variance, high level of volatility, and
unexpected spikes [3]. The prediction task can be extremely
complicated and many techniques have been adopted to chal-
lenge the task.

The price forecasting methodologies can be generally clas-
sified into three categories: the game theory models, the
simulation models, and the time-series models [4]. For a
normal market participant, since the detailed information of
other participants in the market is usually unclear, time-series
models focusing on the past behavior of the dependent vari-
ables are a more cost-effective approach. The auto-regressive
integrated moving average (ARIMA) model is a common
stochastic time-series analysis method and predicts future
values based on the historic values without extra information
input [5]. The application of the ARIMA model in electricity



price forecasting can be found in [6], while the seasonal auto-
regressive integrated moving average (SARIMA) model is
used to consider the seasonal trend of Indian electricity market
price in [7]. Likewise, the utilization of Generalized Autore-
gressive Conditional Heteroskedasticity (GARCH) model is
reported in [8]. The stochastic time-series forecast can be
further improved by adopting the wavelet transform to pre-
process the historical price data [9].

The rapid development of machine learning has also in-
spired the forecast models based on deep learning neural
networks. These models are sorely data-based and can detect
and extract correlations from historical time-series data au-
tonomously. Common back propagation neural network is used
in [10]–[12], while the application of the more sophisticated
convolution neural network (CNN) and long short-term mem-
ory (LSTM) structure can be found in [13]–[15]. Moreover,
the combination of stochastic time-series analysis and neural
network models is reported in [16], [17].

However, different forecast techniques might perform dif-
ferently in different markets and under different situations, es-
pecially when most of the real-world electricity market is still
evolving with new mechanisms being set up to address current
system problems like increasing and intermittent renewable
source generation. With various existing forecast techniques
to choose from, a market participant would require a criterion
to help them select the most suitable forecast techniques. So
far, most of the existing studies only focus on the numerical
precision of every forecast point, which does not necessarily
stand for a good forecast. For example, in the clinical field,
the overall trajectory of a patient’s blood glucose is more
important than the numerical value [18]. The capacity of
the DRs is usually small and their operation behaviors are
different from the conventional resources in the system. The
business model of DRs usually relies on aggregation or change
in lifestyle, making them very sensitive to economic profits.
For this reason, a different criterion of forecast evaluation is
needed. The core of this paper is not to compare the existing
forecast methods directly but to provide a way to distinguish
the performance of given forecast results from an economic
perspective.

The rest of this paper is organized as follows: the potential
problem of the conventional forecast result evaluation criterion
is identified in Section II. Section III introduces the proposed
novel criterion. The simulation with the real historical price
of the day-ahead energy market in Japan is demonstrated to
validate the proposed criterion in Section IV, followed by the
conclusion in Section V.

II. DEFICIENCY OF CONVENTIONAL FORECAST RESULT
EVALUATION

The mean-absolute-error (MAE) and the mean-square-error
(MSE) are commonly used criteria for forecast result evalua-
tion, both evaluate the forecast result by summing the forecast
errors of all the forecast points. The smaller the sum of
the errors, the better the result is. Likewise, the R-squared
coefficient converts the sum of forecast errors to a coefficient

below 1. The forecast result is considered good if the R-
squared coefficient is close to 1.

The methods are very straightforward and intuitive, as a
good forecast result is expected to be as close as possible to
the actual values. Generally, this is the case for market price
forecasts, whether in stock markets or electricity markets. The
market participants have the motivation to keep track of the
prices at every time step so that better strategies can be taken.
For example, a generation company or an electricity retailer
can schedule their day-ahead generation plan or electricity
purchase/sell plan according to the forecast of the energy
whole sell market price. The plan covers the whole day,
therefore, a precise forecast on every time step is desired.

However, the case is different for the DRs, mainly for
two reasons. First, the DRs are unlikely to participate in the
market during a long time span. Typical DRs are household
equipment such as water heat pumps, electric vehicles (EVs),
or air conditioners. Those equipment have their own purposes
and cannot always respond to the system’s demand. Even for
battery storage systems, the charging and discharging time
only lasts for a few hours. Second, the capacity of a DR is
generally very small compared to other resources in the market
even when aggregated. In most cases, the DR will act as a
price taker in the market and does not affect the market price
directly like big generation or consumption resources.

A detailed example is given in Fig. 1. The blue line denotes
the actual clearing price of a single-price market and the
two forecast results are shown in red and yellow respectively.
At first glance, Prediction 2 is clearly the better prediction
with a R-squared value of 0.87, while the R-squared value of
Prediction 1 is only 0.19. To maximize the profit, the DRs are
likely to consume energy when the price is low and output
energy when the price is high. In this case, assuming the
DR is a battery system that charges at the lowest price and
discharges at the highest price according to the forecast results,
the operation schedule and the profit of the DR are listed
in Table I. In spite of a better R-squared value, Prediction
2 wrongly forecast the timing of the highest and the lowest
price, leading to 0.62 profit of the DR. On the other hand, even
with a worse R-squared value, Prediction 1 is correct about
the timing of the highest and the lowest price, hence full profit
can be obtained.

TABLE I
DR’S OPERATION SCHEDULE AND PROFIT

Charge Time Discharge Time Profit R2

Actual 5 15 2 1
Prediction 1 5 15 2 0.19
Prediction 2 1 19 0.62 0.87

To sum up, the critical market price information for DRs
is to find out the timing of the peak and dip in the price,
so that they can arrange their schedule and participate in the
market when the peak or dip comes. This phenomenon is
first pointed out in [19], where aggregated EVs participate
in the frequency regulation market during their parking time.



Fig. 1. Example of price forecast result comparison.

The EV aggregators gain 88.3% of the theoretical maximum
revenue with a ’poor’ prediction whose R-squared value is
only 0.2. The conventional way of forecast result evaluation
sorely based on the sum of the error of all the forecast points
is not appropriate due to the inherent characteristics of DRs.
When evaluating forecast results for DRs, the accuracy of
the timing of the price peak and dip should be taken into
consideration as well.

III. THE NOVEL CRITERION FOR DEMAND-SIDE
RESPONSE

The most intuitive and accurate way to evaluate a forecast
result from a profit perspective is to directly compare the
actual profit from the market as in [19]: the optimal operation
schedule and market bidding strategy was first determined
to maximize the EV aggregators’ profit and then the actual
profit was calculated by market simulation with the actual
market price. Different forecasts resulted in different operation
strategies, which in turn led to different profit losses.

However, such an approach has a few drawbacks:
• The operation strategy of the DRs must be determined

and modeled in advance. Meanwhile, the capacity and
output power also need to be fixed in order to perform
operation optimization and market simulation for profit
calculation.

• The result of direct profit comparison is only valid for
the specific case.

Therefore, a general way to evaluate the forecast results
can be more helpful and informative for the DRs, especially
when the business model is not decided. The proposed novel
criterion, Extremum Timing Accuracy (ETA), is defined in
(1):

ETA =

∑
i∈LMaxF Y (i)−

∑
i∈LMinF Y (i)∑

i∈LMaxA Y (i)−
∑

i∈LMinA Y (i)
(1)

Y is the actual price in the time series. Lmax and Lmin are
the indexes of the local maximum and local minimum point,

while F and A stand for the forecast result and the actual price
respectively. The basic idea of ETA is to evaluate whether the
foretasted local maximum and minimum timing is correct in
the actual price, the larger the ETA is, the better the forecast
result. Note that the numerator part of the ETA alone can
be used for evaluation as well. The denominator part is used
to scale the ETA down to a value not bigger than 1, and it
is the same for all forecast results. When the timing of the
local maximum and the local minimum of the forecast result
is exactly the same as those of the actual price, the ETA
reaches 1, indicating a perfect forecast in terms of the ETA.

A calculation example using the price and forecast results
shown in Fig. 1 is given here. For the denominator part, the
actual price’s local maximum and local minimum index are
15 and 5, respectively. Accordingly, the denominator part of
the ETA is Y (15)−Y (5) = 2− 0 = 0. For Prediction 1, the
local maximum and the local minimum index are identical to
the actual price, thus the numerator part equals 2 as well and
the ETA is 1. On the other hand, Prediction 2 has two local
maximums(at 2 and 19) and two local minimums(at 1 and
8). The numerator part can be calculated as

∑
i=2,19 Y (i) −∑

i=1,8 Y (i). Despite a R-squared value of 0.87, the ETA
drops to 0.3, indicating that the accuracy of the extremum
timings is low and the forecast result is considered poor for the
DRs. The above calculation process is summarized in Table II.

TABLE II
ETA CALCULATION

Lmax Y (i) Lmin Y (i) ETA

Prediction 1 15 2 5 0 2−0
2−0

= 1

Prediction 2 2 0.4 1 0.7 (0.4+1.3)−(0.7+0.4)
2−0

= 0.319 1.3 8 0.4

IV. MARKET SIMULATION

The example given in Section III is an exaggerated sit-
uation to demonstrate the difference between the proposed
criterion ETA and the conventional R-squared value. In this
section, three given forecast results are to be evaluated. A
DR optimizes its operation and bidding schedule based on the
given forecast results respectively. The market simulation is
performed to compare the profits and validate the evaluation
in MATLAB.

A. DR Model

The DR is a battery storage system that intends to purchase
charging power from the energy spot market and sell the power
back to the market by discharging power to gain profit. The
daily operation schedule optimization problem is described in
(2):



maximize
State(t)

Pmax

∑
t

Price(t)State(t) (2a)

subject to SOC(t) = SOCinitial − Pmax∆t
∑
t

State(t),

(2b)
0 ≤ SOC(t) ≤ 1, (2c)

−
∑
t

State(t) ≤ n if State(t) < 0 (2d)

The objective function (2a) is to maximize the DR’s one-day
profit. Price(t) is the given forecast market price and Pmax

is the maximum power output of the DR. State(t) ∈ [−1, 1]
is the charging and discharging schedule to be optimized. The
state-of-charge (SOC) of the DR is maintained by constraint
(2b) and (2c). The number of charging cycles is limited by (2d)
to prevent massive battery deterioration, and n is the number
of charging cycles allowed per day. ∆t is the length of the
market time-step.

B. Simulation Result

The target market is the energy wholesale market in Japan:
the JEPX spot market. The JEPX spot market is a day-ahead
single-price market with a 30-minute time step. The market
participants need to submit the bid by 10:00 one day before
[20].

Two of the forecast results to be evaluated are obtained by
a SARIMA and a Machine Learning model. The SARIMA
model is derived by the Econometrics Toolbox in MATLAB.
The Machine Learning model is developed by the Japan
Weather Association, utilizing historical price data, weather
data, and calendar data [21]. The price data for June 2023
is used in this paper. The actual and two forecast prices are
depicted in Fig. 2. The other forecast is to simply use the
day-ahead price as the forecast, namely the Yesterday model.
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Fig. 2. Price Data

The DR acts as a price-taker in the market. Therefore the
profit can be calculated as in (3). State(t) is the optimized
charging and discharging schedule in (2). The DR’s capacity is
10 MWh with a maximum power output of 10MW. 2 charging
cycles are allowed per day. The optimization is executed on

a daily basis by Mixed Integer Linear Programming, and the
profit is calculated according to the optimization result.

Profit = Pmax∆t
∑
t

Y (t)State(t) (3)

The simulation result is shown in Fig. III. The Oracle case
is a benchmark case standing for the perfect forecast and
the profit of the DR reaches the theoretical upper limit. The
Machine Learning forecast has the highest R-squared value
of 0.5 and can be considered the best forecast result among
the three results conventionally. However, the ETA of the
Machine Learning forecast result is only 0.54, close to that of
the Yesterday forecast. The R-squared value of the SARIMA
forecast is 0.34, but the ETA reaches 0.69, indicating the
SARIMA forecast should be the most profitable forecast result.
The outcome of the actual profit calculation agrees with the
ETA evaluation. The profit of the SARIMA forecast is 356.1
thousand JPY, reaching 81% of the theoretical limit. In con-
trast, despite the high R-squared value, the Machine Learning
forecast obtained around 260 thousand ¥. On the other hand,
the Yesterday forecast’s R-squared value is extremely poor,
but the actual profit is close to the Machine Learning forecast
since their ETA values are close too.

TABLE III
SIMULATION RESULT

Forecast R2 ETA
Profit

(Thousand JPY) Profit Ratio

Oracle 1 1 391.63 100%
Machine Learning 0.55 0.54 265.36 67.76%

SARIMA 0.34 0.69 318.11 81.23%
Yesterday 0.08 0.53 249.07 63.60%

The detailed operation schedule on June 10th, 2023 is
shown in Fig. 3. The positive blue bar indicates selling energy
by discharging, while the negative one indicates purchasing
energy to charge. The battery SOC is illustrated by the red
line. The Machine Learning forecast seems to be closer to the
actual price, especially at around 6:00 to 15:00. However, since
the price is dipping during this period, the DR is expected
to purchase energy. As long as the trend of the price dipping
trajectory is reflected by the forecast, the DR will be optimized
to purchase energy no matter how much the predicted price
is. In the meantime, the Machine Learning forecast introduces
unnecessary dynamics at 8:00, 10:30, and 22:30 regardless
of the high R-squared value, hence the operation bidding
schedule strays away from the Oracle case. Contrariwise, the
SARIMA forecast reflects the tendency of the price dipping
at noon and consequently, the operation schedule is close to
the Oracle case and more profitable.

V. CONCLUSIONS

This paper proposes a novel criterion of electricity price
forecast, ETA, for the DRs. Unlike traditional resources, the
DRs generally do not participate in the market for the whole
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Fig. 3. Detailed Operation Schedule on June 10th, 2023

time, hence a forecast result recognized by conventional R-
squared value or MSE is not necessarily beneficial for the DRs.
The proposed criterion ETA is designed to emphasize the
timing of the price peaks and dips, which is the most critical
price information for the DRs. With the help of the proposed
criterion, the DRs can easily identify the most profitable fore-
cast under different situations without developing a detailed
operation model and performing simulations to calculate and
compare the actual profit.

The future research direction includes the combination of
ETA with the R-squared value. When the DR is participat-
ing in multiple markets simultaneously, the accuracy of the
forecast value becomes more important because the DR might
need to compare and choose which market to participate. In
such a situation, evaluation merging both ETA and the R-
squared value seems more reasonable and appropriate. Another
potential future research direction is new forecast algorithm
and technique development based on ETA. For example, the
numerator part of ETA can be used as the loss function in
machine learning to design a forecast model producing high
ETA forecast results.
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