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１． 序論 

 2020 年に日本政府は 2050 年カーボンニュートラルを達

成するための「2050 年カーボンニュートラルに伴うグリー

ン成長戦略」（以下，グリーン成長戦略）を策定した．この

グリーン成長戦略ではエネルギー，運輸，産業など 14 分野

を重点領域として技術革新と投資を促進し，温室効果ガス

削減と経済成長の両立を目指している．こうした取り組み

を実効的に進めるには，企業や家庭の行動変容を促す経済

的な仕組みが不可欠であり，その中核の一つとして位置づ

けられるのがカーボンプライシングである．カーボンプラ

イシングは，二酸化炭素排出に価格を付けることで市場原

理を通じた低炭素化を後押しし，グリーン成長戦略を支え

る重要な政策手段とされている 1)． 

  J-クレジット制度は，日本における代表的なカーボンプ

ライシング施策の一つであり，企業や自治体，個人が行う

温室効果ガスの排出削減量や森林吸収量を「クレジット」

として認証し，取引可能とする仕組みである．具体的には，

省エネルギー機器の導入，再生可能エネルギーの活用，森

林経営による吸収源対策など，幅広い活動が対象となる．

これらの取り組みによって生じた削減・吸収効果は，国の

認証委員会による審査を経てクレジット化され，排出量削

減の証明や企業のカーボンオフセット，さらにはサプライ

チェーン全体の脱炭素化に活用される． 

 J-クレジットの申請にあたっては，事業計画書の提出が

必須であり，制度運営主体が定める標準様式に基づいて作

成する必要がある．その構成は大きく「基本情報の記載」

と「削減効果の算定・根拠の提示」に分けられ，入力の仕

方も表や図による整理が求められる部分と，文章や数値を

入力すればよい部分に大別できる．以下に，事業計画書の

一例を参考としながら，典型的に求められる主な記載項目

を記す 2)． 

(1) 基本情報を入力する部分 

 プロジェクト名称，申請者情報（名称・所在地・連絡先

など），実施期間，活動場所，対象となる設備や活動の概要，

プロジェクトの目的や背景，期待される効果などは，定め

られた入力欄に文章などを記載する形で求められる． 

(2) 表形式で記述する部分 

 ベースラインと対策後の排出量を比較した各年度の二酸

化炭素削減見込み量，さらには初期投資額や維持費，収支

予測などの事業コストや資金計画は，表形式で整理して記

述することが求められる． 

(3) 図が必要な部分 

 プロジェクト実施前後のシステム構成は，視覚的に理解

しやすいように図やフローチャートを用いて示すことが求

められる．図 1 はプロジェクト実施前のシステム構成図の

一例であり，このような構造図の記述が求められる． 

 一方で，J-クレジットの創出拡大を進めるにあたっては，

制度上の課題が残されている．第一に，クレジット認証に

至るまでには，計画書作成や妥当性確認を含む複数の技術
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的かつ複雑な資料の提出が求められており，申請プロセス

は煩雑で相応の時間と労力を要する．第二に，こうした制

度運用に伴う事務的・技術的負担は，特に中小規模の事業

者や自治体にとって参入障壁となり，制度の裾野拡大を制

約している． 

 近年，LLM を用いた自動生成に関する研究は多方面に広

がっており，外部知識を参照する RAG、生成制御を可能に

する CTG、スキーマ制約付き生成など多様な技術が提案さ

れている 3) 4) 5)．これらは直接本論文で利用した手法ではな

いが，制度文書のような正確性・構造性が求められる文書

生成に対し，本論文が位置付けられる技術的背景として重

要である．また，ESG・規制文書生成の応用例は，J-クレジ

ット計画書に類似した条件を持つため，本研究の方向性が

妥当であるといえる 6) 7)． 

 本論文の目的は，大規模言語モデル（以下，LLM）を活

用して J-クレジット事業計画書の自動生成を実現すること

である．J-クレジット制度においては，計画書作成に相当

な時間と労力が必要とされ，特に中小規模の事業者や自治

体にとって参入の大きな障壁となっている．LLM を用いた

計画書の自動生成を導入することで，申請にかかる作業効

率の大幅な向上と負担軽減が期待される．さらに，文書作

成の標準化や記載内容の一貫性の確保にも寄与し，制度の

信頼性向上および利用者拡大を促進することが可能となる． 

 
２． 提案手法 

2.1 システム概要 

 システム構成の概要図を図 2 に示す．システムは，入力

モジュール，生成モジュール，出力モジュールの三つの要

素から構成される．まず入力モジュールにおいて，申請者

はプロジェクト概要，対象地域，事業内容，想定される二

酸化炭素削減量などの基本情報を入力する．これらの情報

は，計画書作成に必須な要素として整理され，生成モジュ

ールに引き渡される．生成モジュールでは，大規模言語モ

デルを用いて，入力情報に基づく事業計画書本文が生成さ

れる．モデルには事前学習済みの LLM を利用し，J-クレジ

ットの事業計画書特有の表現や構造を学習させるために，

既存の計画書データを用いたファインチューニングを実施

する．さらに，入力情報を効果的に反映させるために，プ

ロンプト設計を工夫し，各項目を文書構造に対応させる仕

組みを導入する．最後に出力モジュールでは，生成された

文書を所定のフォーマットに整形し，エクセル形式など申

請に利用可能な形式で出力する． 

 本論文では，J-クレジット事業計画書の自動生成を目的

として，大規模言語モデルを中心とした文書生成システム

を提案する，本手法の特徴は，計画書をセクションごとに

分割し，それぞれの性質に応じて最適な生成方法を適用す

る点にある．具体的には，入力情報をそのまま反映すれば

よい部分にはテンプレートを用い，計算処理を伴う部分に

ついては元データを LLM で解釈した上で外部プログラム

による数値計算を行い，その結果を計画書に組み込む．そ

して，自由度の高い文章表現や構造図など，申請書の説得

力を左右する要素については LLM に生成を担わせる．こ

れにより，申請書全体の効率的かつ高品質な自動生成を実

現する． 

2.2 データ収集と前処理 

 データの収集と前処理については，既存の J-クレジット

事業計画書や関連する公開資料を基盤とし，これらを学習

図 1 J-クレジットの事業計画書内のプロジェクト実施前の

システム構成図の一例 2) 

図 2 システム構成図 



 

 

データセットとして整備する 8)．資料から抽出したテキス

トは，章や節ごとに分割し，入力条件と出力文の対応を整

理する．加えて，表記揺れや不要な記号を取り除き，モデ

ルが学習しやすい形式に正規化する．特に表や図を含むデ

ータについては，自然言語から構造化テキストに変換する

形で整理し，Mermaid などのツールを用いて図を再構成で

きるようにする．このようにして，モデルが計画書特有の

表現や構造を獲得できる基盤を整える． 

2.3 モデル設計 

 モデル設計においては，自然言語処理に優れた大規模言

語モデルを基盤とし，J-クレジットの計画書に特化した微

調整を行う．具体的には、文章生成に関しては教師ありフ

ァインチューニングを行い，スタイルや語彙の一貫性を確

保する．また、構造図の生成には Instruction tuning と Low-

Rank-Adaptation（LoRA）を組み合わせることで，自然言語

入力から構造化表現への変換を高精度に実現する．さらに．

表の生成に関しては，LLM に必要な数値を抽出させ，計算

は Python 等の外部モジュールで処理する設計とする．こう

したハイブリッド型のアプローチにより，計算の信頼性を

確保しつつ，表や図を含む計画書全体を自動生成する枠組

みを構築する． 
 
３． 結果と考察 
3.1 学習対象 

 本論文で行った J-クレジット事業計画書の自動生成はす

べて方法論が省エネであるものを対象に学習を行った．そ

のため，以下の結果で扱う例も方法論がすべて実際に存在

する J-クレジットの省エネの計画書である． 

3.2 構造図の生成結果 

 以下では，構造図が単純な例と複雑な例に関して，ファ

インチューニング済みの LLM の入力と得られた出力を記

している． 

(1) 構造図が単純な例 

 以下の入力から図 3 のプロジェクト実施前後のシステ

ム構成図が得られた．また，図 4 には例で用いた実際の J-

クレジット事業計画書内のプロジェクト前後のシステム構

成図を示している 9)． 

 入力「このプロジェクトでは A 重油を熱源としたボイラ

ーから，都市ガスを熱源としたボイラーへ更新することで

CO2 削減を図る．実施前のシステムでは A 重油から A 重

油焚きボイラー(1,570kW)を用いて暖房・給湯を行っている．

実施後のシステムでは都市ガスから天然ガス焚きボイラー

(1,570kW)を用いて暖房・給湯を行っている．」 

(2) 構造図が複雑な例 

 以下の入力から図 5 のプロジェクト実施前後のシステ

ム構成図が得られた．また，図 6 には例で用いた実際の J-

クレジット事業計画書内のプロジェクト前後のシステム構

成図を示している 10)． 

 入力「このプロジェクトでは，セメント製造工程におけ

る未利用廃熱を利用する発電設備を導入し，系統電力の使

図 3 構造図が単純な例のプロジェクト前後のシステム構

成図 

図 5 構造図が複雑な例のプロジェクト前後のシステム構

成図 

図 4 構造図が単純な例の実際の J-クレジット事業計画書

内のプロジェクト前後のシステム構成図 9) 

図 6 構造図が複雑な例の実際の J-クレジット事業計画書

内のプロジェクト前後のシステム構成図 10) 



 

 

用量削減及び CO2 排出量削減を図る．実施前のシステムは

系統電力からセメント焼成工程とセメント原料工程を経て

セメント製造を行っている．実施後のシステムでは系統電

力からセメント焼成工程が行われ，焼成時に発生する廃熱

から廃熱回収発電設備(7850kW)を用いて電力が自家消費

される．」 

3.3 考察 

 本論文では，J-クレジット事業計画書に記載されるシス

テム構成図の生成を目的に，LLM に省エネ事例を中心とし

たデータで学習させ，単純な例と複雑な例に対して自動生

成を行った． 

(1) 構造図が単純な例 

図 3 の LLM により生成させた構造図から入力文中で示

された機器名称・燃料種別・容量値・前後関係といった要

素がほぼ漏れなく反映されていることがわかる．また、実

際の事業計画書に掲載されていた図 4 の構造図と比較し

ても大きな差異は見られず，文章記述の内容を適切に図式

化できていることが確認された． 

(2) 構造図が複雑な例 

 入力文章自体が実際の構成図よりも簡潔な表現で示して

いるため，LLM により生成された図 5 の構造図も同様に

簡素な形で表現される結果となった．図 6 の実際の計画書

と比較すると，工程の詳細が簡略化されたが，廃熱を発電

に利用し，その電力を自家消費へ回すという基本的なプロ

セスの流れは図中に再現されており，入力文の内容は概ね

反映されていたといえる．  

 
４．結論 

 本論文は，J-クレジット事業計画書作成の効率化や申請

者の負担軽減を目的として，LLM を用いて計画書の自動生

成を実現することであった．計画書をセクションごとに生

成する提案手法に基づき，構造図の LLM による生成を行

った． 

構造図の自動生成を通じて，単純なシステムだけでなく，

複雑なシステムであっても，自然言語で記述された情報が

適度に整理されている場合には，LLM はその情報を図示す

る形へ変換できる可能性が示唆された． 

 今後は，構造図だけでなく，計算を伴う表を含めた計画

書全体の自動生成の実現，そして生成した計画書の評価に

取り組む予定である． 
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